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1.2.1 The Smagorinsky Model iinuingatasiumenaas filter term (A) Wisldlunisiasiziauin
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c bottom wall
distl=((xp(i,],k)—=xp(i,1,k))**2+(yp(i,],k)-vyp(i,1,k))**2)**0.5

c top wall
dist2=((xp(i,J.k)—xpl(i,nj, k))**2+(ypi(i, ], k)-vp(i,nj, k) )} **2)**+0.5
dist=min (distl,dist2)

rl rans=0.41*dist
rl les=cmu*delta(i,j, k)
rl=min(rl_rans,rl_les)

c store the old values in sp and su (used in modify.£f):
visold= wis(i,7, k)

c
C————————— Calculate seffective viscosity & diffusivity
vis(i,],k)= rl**2*sgrt(gen)+viscos
g—————————= under—-relax viscosity
vis(1i,],k)= urfvis*vis(i,],k)+(l.-urfvis)*visold
vismax=max (vismax,vis{i,]J,k))
vismin=min (vismin,vis{i,Jj,k))
c vis(i,],k)=min(vis(i,],k),l.*viscos)
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1. Introduction 5

1 Introduction

2 Geometrical Details of the Grid

2.1 Grid

The coordinates of the corners (X ¢, Yo, Z¢) of each control volume should be speci-
fied by the user, i.e. the grid must be generated by the user. The nodes of the control
volume (X p, Yp, Zp) are placed at the center of their control volumes. The control
volume adjacent to the boundaries have two nodes, one in the center and one at the
boundary, see Fig. 2.1. In any coordinate direction, lets say &, there are NI nodes, NI-1
control volume faces, and NI-2 control volumes. The nodes are numbered (from low
& to high ¢) from 1 to NI, the control volume faces are numbered from 1 to NI-1, and
the control volumes from 2 to NI-1. This is the same for 7 and ( directions. Note that
(&, 1, ¢) must form a right-hand coordinate system.

CALC-LES employs curvilinear grids but the code can also be used with Cartesian
as well as cylindrical coordinate systems.

2.1.1 Nomenclature for the Grid

A schematic control volume grid is shown in Fig. 2.2. Single capital letters define
nodes [E(ast), S(outh), etc.], and single small letters define faces of the control volumes.

boundary boundary

1 2

Figure 2.1: 1D grid. NI = 7. The bullets denote cell centers which are labeled 1-7.
Dashed lines denote control volume faces labeled 1-6. The number of interior control

volumes is 5. N
(0]
nw n ne
W P E
2
o— D —©
SW $ se
(U]
S

Figure 2.2: Control volume
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J (I1,J-1,K)

K —— 1
o

Figure 2.3: Calculation of control volume faces

When a location can not be referred to by a single character, combination of letters are
used. The order in which the characters appear is: first east-west, then north-south, and
finally high-low.

2.1.2 Area Calculation of Control Volume Faces

The area of the control volume faces are calculated as the sum of two triangles. The
z-coordinates of the corners of the east face are, for example, X ¢ (1,J,K), X (L,J-1,K),
Xco(LJ,K-1) and Xc(1,J-1,K-1); the Y and Z- coordinates are Yo and Zc with the
same indices, see Fig. 2.3. The area of the two triangles, A1, A2, is calculated as the
cross product

Al = —|@ x bl; A2:%|—5x€| 2.1)

N | —

Above is has been assumed that the fourth edge [from (I,J-1,K-1) to (I,J,K-1)] of the
east face (shaded area in Fig. 2.3) is approximately equal to b. The vectors @, b and &
for faces in Fig. 2.3) are set in a manner that the normal vectors nl and n2 are pointed
outwards. For the east face, for example, they are defined as

: from corner (I,J-1,K) to (IJ-1,K-1)
from corner (1,J-1,K) to (I,J,K)
from corner (1,J,K) to (I,J,K-1)

QL SRl

The Cartesian components of a are thus

ap=X(I,J—1,K—-1)—X(I,J —1,K) 2.2)
ay=Y(I,J-1,K—-1)=Y(I,J —1,K) (2.3)
a.=2(I,J-1,K—-1)-Z(I,J —1,K) (2.4)

The total area for the east face is obtained as
Al = |Al]e + | A2 2.5)

The normal vector of the vector area is obtained as the average of the normal vectors
of the two triangles

(2.6)

S
I

N~
—
ST
X

S
|
Sy
X
o
~
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The Cartesian areas are calculated as

Aoy = |A| 71 - &, 2.7
E :Mua@ (2.8)
= |A|.7i - . (2.9)

where €, €, and €, are the Cartesian unit base vector

The areas and the normal vectors of the north and high control volumes faces are
calculated in exactly the same way. For the north face the vectors @, b and ¢ are defined
as

from corner (I-1,J,K) to (I,J,K)
from corner (I-1,J,K) to (I-1,J,K-1)
from corner (I-1,J,K-1) to (I,J,K-1)

QL SRl

For the high faces the vectors a, b and c are defined as

from corner (I-1,J,K) to (I-1,J-1,K)
from corner (I-1,J,K) to (I,J,K)
from corner (I,J,K) to (I,J-1,K)

QL SRl

In CALC-LES the Cartesian areas for each face (east, north and high) are calculated
only once and stored in three dimensional arrays.

2.1.3 Volume Calculation of Control Volume

The volume isgalculated using Gauss’ law, see Burns and Wilkes [4]. Gauss’ law for
a vector field B reads

/vﬁwz/édﬁ (2.10)
1% A

setting B=7¢ gives

1 S
6V:/dV:—/fdA @.11)
v 3Ja

In CALC-LES the volume is calculated once only and stored in a three dimensional
array.

2.1.4 Interpolation

The nodes where all variables are stored are situated in the center of the control volume.
When a variable is needed at a control volume face, linear interpolation is used. The
value of the variable ¢ at the east face is

d’e = fm¢E + (1 - fz)¢P (212)
where
| Pe|

S L (2.13)
|Pe| + |eE)|

f:c:
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0%y 0T,
—e ° o
G X
Az

Figure 3.1: 1D control volume. Node P located in the middle of the control volume.

where |ﬁe| is the distance from P (the node) to e (the east face). In CALC-LES the in-
terpolation factors (fz, fy, f-) are calculated once only and stored in three-dimensional
arrays.

2.2 Gradient

The derivatives of ¢ (9¢/0x; ) at the cell center are in CALC-LES computed as fol-
lows. We apply Green’s formula to the control volume, i.e.

o® 1 0 1 o® 1
— ==/ Pn,dA, — == [ Pny,dA, — =— | Dn,dA
ox V/A " dy V/A "y 0z V/A "

where A is the surface enclosing the volume V. For the x component, for example, we
get

oo _1
or V
where index w, e, s, n, [, h denotes east (I +1/2), west ( —1/2), north (J+1/2), south

(J — 1/2), high (K + 1/2) and low (K — 1/2). The derivative 9®/0x is computed in
the function dphidx.

((I)eAeJ; - (I)wsz + (I)nAnz - (I)SASI + (I)hAhJ; - (I)lAlJ;) (2]4)

3 Diffusion

We start by looking at 1D diffusion, e.g. the 1D heat conduction equation

d dr
= (W) +s=o

To discretize (i.e. to go from a continuous differential equation to an algebraic discrete
equation) this equation is integrated over a control volume (C.V.), see Fig. 3.1.

¢lrd dT dT dT _
/ [@ (’“%) *S} do = <’%>e - (’“%L ToAr=0Gh

where (see Fig. 3.1):

P: an arbitrary node

E, W: its east and west neighbor node, respectively
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e, w: the control volume’s east and west face, respectively

S: volume average of S

The temperature 7" and the coefficient of heat conductivity k are stored at the nodes
W, P and E. Now we need the derivatives dT'/dx at the faces w and e. These are
estimated from a straight line connecting the two adjacent nodes, i.e.

dT TE — Tp dr TP - TW
— ] == . 2
< dx ) . oz, < dx ) w 8Ty (3-2)

The heat conductivity & is also needed at the faces. It is estimated by linear inter-
polation between the adjacent nodes. For the east face, for example, we obtain

0.5Ax
ke = fokp + (1 = fa)kp, fo= e (3.3)
For an equidistant mesh (constant Az = Az = dx,, = 0x) fr = 0.5.
Insertion of Eq. 3.2 into Eq. 3.1 gives
apTp =apTr +awTw + Su
ke kw _ 3.4
ap = —, aw = —, Sy = SAx, ap = ag + aw
0T, 0%y

3.1 Convergence Criteria

Compute the residual for Eq. 3.4

R= Z lagTe + awTw + Sy — apTp|

all cells

Since we want Eq. 3.4 to be satisfied, the difference of the right-hand side and the left-
hand side is a good measure of how well the equation is satisfied. Note that R has the
units of the integrated differential equation. Thus, in the present case R has the same
dimension as heat transfer rate, i.e. Joule per second [J/s] = [W]. If R = 1[W], it
means that the residual for the computation is 1. This does not tell us anything, since
it is problem dependent. We can have a problem where the total heat transfer rate is
1000[WV], and a another where it is only 1{I¥]. In the former case R = 1 means that
the solutions can be considered converged, but in the latter case this is not true at all.
We realize that we must normalize the residual to be able to judge whether the equation
system has converged or not. The criterion for convergence is then
L
TS
where 0.0001 < € < 0.01, and F' represents the total flux of T, i.e. total heat transfer
rate.

Regardless if we solve the continuity equation, the Navier-Stokes equation or the
energy equation, the procedure is the same: I’ should represent the total flux of the
dependent variable.

e Continuity equation. F'is here the total incoming mass flux m.
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Figure 3.2: 2D control volume.

e Navier-Stokes equation. The unit is that of a force, i.e. Newton. A suitable value
of F'is obtained from F' = U at the inlet.

e Energy equation. F' should be the total incoming heat flux. In a convection-
diffusion problem we can take the convective flux at the inlet i.e. F' = nc,T.
In a conduction problem we can integrate the boundary flux, taking the absolute
value at each cell, since the sum will be zero in case of internal source. If there
are large heat sources in the computational domain, ' could be taken as the sum
of all heat sources.

3.2 2D Diffusion

The two-dimensional heat conduction equation reads

o ( oT o ( oT
P (k%> + 3, <I<:8—y> +S=0. (3.5)

In the same way as we did for the 1D case, we integrate over our control volume, but
now it’s in 2D (see Fig. 3.2, i.e.

S A G oT 0 oT

We start by the first term. The integration in x direction is carried out in exactly the
same way as in 1D, i.e.

[0 e ) o= 1032, (v,

n Te =T Tp —T;
:/ ple=Te  Te—Tw),
s 0T, 0%y
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Now integrate in the y direction. We do this by estimating the integral

/n fy)dy = frAy + O ((Ay)?)

(i.e. f is taken at the mid-point P) which is second order accurate, since it is exact if f
is a linear function. For our equation we get

" Tg —T Tp —T;
/ gl —Tr o T —Tw) ,
s 0T, 0Ly

T —T Tp —T;
— keu_kwu Ay
0T, 0Ly

Doing the same for the diffusion term in the y direction in Eq. 3.5 gives

Tp—T Tp —Ti
(ke E P—kw P W)Ay

0T, 0Ly

+ knTN —Tr kSTP —Ts Az + SAzAy =0
OYn 0Ys

Rewriting it as an algebraic equation for Tp, we get

apTp =agTEg +awTw + anTn + asTs + Sy
keAy ko Ay knAx k. Az
ap = 655 , aw = 655 , OGN = (Sy , as = 6y

Su :§AJ:Ay, ap =ag +aw +an +as — Sp.

(3.6)

In this 2D equation we have introduced the general form of the source term; this could
also be done in the 1D equation (Eq. 3.4).

For more detail on diffusion, see
http://www.tfd.chalmers.se/"lada/comp_fluid_dynamics/lecture_notes.html

4 Convection — Diffusion

The 1D convection-diffusion equation reads

d d dr

k
Loty =L (1 r==
dac(pU) dx< dac)+S’ p

We discretize this equation in the same way as the diffusion equation. We start by
integrating over the control volume (see Fig. 4.1).

€ d °ld dT

We start by the convective term (the left-hand side)

/e L (puT)dz = (UT), - (pUT),,.

w dr

We assume the velocity U to be known, or, rather, obtained from the solution of the
Navier-Stokes equation.


http://www.tfd.chalmers.se/~lada/comp_fluid_dynamics/lecture_notes.html
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0%y 0T,
—e ° o
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Az

Figure 4.1: 1D control volume. Node P located in the middle of the control volume.

4.1 Central Differencing Scheme (CDS)

How to estimate 7, and T;,? The most natural way is to use linear interpolation (central
differencing); for the east face this gives

(UT), = (pU). T

where the convectin_g part, pU, is taken by central differencing, and the convected
part, T', is estimated with different differencing schemes. We start by using central
differencing for 7" so that

(pUT), = (pU),Te, where T, = f,Tg+ (1 — fz)Tp

where f is the interpolation function (see Eq. 3.3, p. 9), and for constant mesh spacing
fx = 0.5. Assuming constant equidistant mesh (i.e. dx,, = dz. = Axzx) so that
fz = 0.5, inserting the discretized diffusion and the convection terms into Eq. 4.1 we
obtain

Te+Tp Tp +Tw
R (LT
Ie(Tp—T Iy (Tp — T _
_LelTp=Tr)  Tule-Tw) , ga,
0%, 0Ly
which can be rearranged as
apTp = agTr +awTw + Su
T. 1 | 1
ag = 6-re - i(pU)(ﬂ aw = 6 2(pU)
_ T | 1
Sy = SA == U —(PU)w
U Z, ap 5% (P Je + S 2(0 )

We want to compute ap as the sum of its neighbor coefficients to ensure that ap >
ag + aw which is the requirement to make sure that the iterative solver converges. We
can add

(PU)w — (pU)e =0

(the continuity equation) to ap so that

ap =ag + aw.
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Figure 4.2: Constant mesh spacing. U > 0.

Central differencing is second-order accurate (easily verified by Taylor expansion),
i.e. the error is proportional to (Az)?. This is very important. If the number of cells
in one direction is doubled, the error is reduced by a factor of four. By doubling the
number of cells, we can verify that the discretization error is small, i.e. the difference
between our algebraic, numerical solution and the exact solution of the differential
equation.

Central differencing gives negative coefficients when |Pe| > 2; this condition is
unfortunately satisfied in most of the computational domain in practice. The result is
that it is difficult to obtain a convergent solution in steady flow. However, in LES this
does usually not pose any problems.

4.2 First-Order Upwind Scheme

For turbulent quantities upwind schemes must usually be used in order stabilize the

numerical procedure. Furthermore, the source terms in these equations are usually very

large which means that an accurate estimation of the convection term is less critical.
In this scheme the face value is estimated as

o[ Tr iU>0
¢ | Tg otherwise

e first-order accurate

e bounded

The large drawback with this scheme is that it is inaccurate.

4.3 Hybrid Scheme

This scheme is a blend of the central differencing scheme and the first-order upwind
scheme. We learned that the central scheme is accurate and stable for |Pe| < 2. In
the Hybrid scheme, the central scheme is used for |Pe| < 2; otherwise the first-order
upwind scheme is used. This scheme is only marginally better than the first-order
upwind scheme, as normally |Pe| > 2. It should be considered as a first-order scheme.
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T

Figure 4.3: Constant mesh spacing. U > 0.

4.4 Second-Order Upwind Scheme

We use two nodes upstream and assume that the derivative between W and P is equal
to that between P and ¢, i.e. (see Fig. 4.2)
Tp—Tw T.—-Tp 3 1

= =T, ~=-Tp — =T) 42
ox %(53@ 9 P T g W 42

e second-order accurate

e unbounded (negative coefficients), i.e. T, < Ty, Te < Tp or T, < Tk (see
Fig. 4.3), or vice versa.

4.5 Bounded Second-Order Upwind Scheme

Often, bounded second-order upwind schemes are used. One example is the Van Leer
scheme [32]. This scheme reads as follows (U, > 0 assumed):

Tp—=Tp _ ; _ < _
T, — { Tp + Th—Tow (Tp—Tw) i |Te—2Tp+Tw| < |Te — Tw| “3)

Tp otherwise

see Fig. 4.4, If the variation of 7" is smooth then

T —Tp N 1
T —Tyw 2’
and we find that van Leer scheme gives T, = 1.5T7p — 0.5Tyy, i.e. it returns to the
second-order upwind scheme (see p. 14).

Now let’s illustrate what happens if 7" has a minimum at node P (dashed line in
the Fig. 4.4). We want to show that in this case Ist order upwind is used in the van
Leer scheme. When 7" has a minimum at node P the expression Ty — 27Tp + Ty
[= (Ax)%(d?*T/dx?)$P] is larger than T — Ty (= Ax(dT/dx)EP. This is seen by
rewriting the the first expression as Ty — 2Tp + Tyw = Tr — Tw + 2(Tw — Tp) and
noting that for the dashed line in Fig. 4.4 Ty» — T’» >. When so, the condition on the
first line of Eq. 4.3 is not satisfied, and thus the second line of of Eq. 4.3 is used, i.e.
the first-order upwind scheme is used.

The van Leer scheme
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T

Figure 4.4: Van Leer scheme.

e is second-order accurate, except at local minima and maxima where is only first-
order accurate. It can be regarded as a second-order scheme.

e is bounded

MUSCL [33], which is an improved Van Leer scheme is also available in CALC-
LES.

S The Fractional-step method

A numerical method based on an implicit, finite volume method with collocated grid
arrangement, central differencing in space, and Crank-Nicolson (o« = 0.5) in time is
briefly described below. An implicit, two-step time-advancement methods is used [6].
The Navier-Stokes equation for the u; velocity reads

u; 0 1 0p Pu; Iy
— (wu;) = —= — 5.1
ot + 8xj (U 'U/j) p(?:rl Va:rj[?xj ij ( )
The discretized momentum equations read
o'tV =gt AtH (@”,@f””)
_ _ 5.2)
apn+1/2 apn (
—aAt——— — (1 — o)At
@ 81‘1 ( Oé) 8%

where H includes convective, viscous and SGS terms. In SIMPLE notation this equa-
tion reads
aﬁn+1/2

A

ap?) +1/2 _ Z a2 + Sy — a
nb
where Sy includes the explicit pressure gradient. The face velocities 6}1:1/ 2 = 0.5(EZ —JH/ *y

61":,%/12) (note that J denotes node number and ¢ is a tensor index) do not satisfy conti-

nuity. Create an intermediate velocity field by subtracting the implicit pressure gradient
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from Eq. 5.2, i.e.

n op"
o=+ AtH (@”, 7! “/2) —(1-a)At ap (5.3a)

T

n a*n+1/2
=7 =2 pant (5.3b)
81‘1'
Take the divergence of Eq. 5.3b and require that 8@}1':1/ 2 /0x; = 0 so that
82 =n+1 1 ov* p

r - I (5.4)

dr;0x;  Ata Oy
The Poisson equation for p"*1 is solved with an efficient multigrid method [21]. In the
3D MG we use a plane-by-plane 2D MG. The face velocities are corrected as
aﬁnJrl
ox;
A few iterations (typically two) solving the momentum equations and the Poisson pres-

sure equation are required each time step to obtain convergence. More details can be
found [18].

ot =0}, — alt (5.5)

1. Solve the discretized filtered Navier-Stokes equation, Eq. 5.3a, for v1, U2 and vs.
. Create an intermediate velocity field v} from Eq. 5.3b.
. Use linear interpolation to obtain the intermediate velocity field, v ;, at the face

. The Poisson equation (Eq. 5.4) is solved with an efficient multigrid method [21].

| N )

. Compute the face velocities (which satisfy continuity) from the pressure and the
intermediate face velocity from Eq. 5.5

6. Step 1 to 4 is performed till convergence (normally two or three iterations) is
reached.

7. The turbulent viscosity is computed.
8. Next time step.

Since the Poisson solver in [21] is a nested MG solver, it is difficult to parallelize
with MPI (Message Passing Interface) on large Linux clusters.

The discretized equation for p is assembled in subroutine calcpe. It calls the MG
solver peter multi. The MG solver includes a number of subroutines:

e key

e key?2

e mg_2d

e peter_init. f (called once from main)
e peter_2d._cyclic

e peter_2d._relax peter_cyclic

e peter_relax

It is a stand alone solver; it does not use the usual COMMON block but all information
is passed from main and calcpe via arguments in the call statement. The MG
subroutines use their own COMMON blocks in PETER_COMMON.
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RANS LES
Domain 2D or 3D always 3D
Time domain steady or unsteady always unsteady
Space discretization 2nd order upwind central differencing
Time discretization 1st order 2nd order (e.g. C-N)
Turbulence model more than two-equations Zero- or one-equation

Table 5.1: Differences between a finite volume RANS and LES code.

PO A Y

t1: start to: end

Figure 5.1: Time averaging in LES.

6 Boundary Conditions

6.1 Inlet

The velocity component normal to the inlet (e.g. U if inlet is a west boundary) is
usually, as well other scalar variables such as temperature and concentration. Turbulent
quantities, such as k and ¢ are normally not known, but they must be estimated. Usually
kis set to (yU)?, where 0.01 <« < 0.1. The dissipation is set from

3/2
n

L )

Ein = C

where ¢ = 0.54, and L = 0.1h, where & denotes height of inlet. Note that the expres-
sions for k and ¢ only are guide lines.

6.2 Exit velocity

For small outlets the exit velocity can be determined from global continuity. As the
inlet is small a constant velocity over the whole outlet can be used. The exit velocity is
set as (see Fig. 6.1)

Uznhzn = outhout = Uout = Uinhin/hout

For large outlets the exit velocity must be allowed to vary over the outlet. The
proper boundary condition in this case is OU/dxz = 0. Hence it is important that the
flow near the exit is fully developed, so that this boundary condition corresponds to the
flow conditions. The best way to ensure this is to locate the exit boundary sufficiently
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hout i —»  Usut

Figure 6.1: Outlet boundary condition. Small outlet

‘ 3 Uw E il Ue hout

Figure 6.2: Outlet boundary condition. Large outlet.

far downstream. If we have a recirculation region in the domain (see Fig. 6.2), the exit
should be located sufficiently far downstream of this region so that 9U/dx ~ 0.
The exit boundary condition is implemented as follows (see Fig. 6.2)

1. SetU, = U,, for all nodes (i.e. for 7 = 2 to 6, see Fig. 6.2);
2. In order to speed up convergence, enforce global continuity.

— Inlet mass flow: 1, = p . Uin Ay

— Outlet mass flow: 1our = p Y usier Uout Ay

inlet

— Compute correction velocity: Ucorr = (Min — Mout)/(pAout), Where
AOUt = Zoutlet Ay

— Correct U, so that global continuity (i.e. 1, = 7ioye) 1s satisfied: UMY =
U€ + UCO’I'T'

This boundary condition is implemented in subroutinemod. £, entry modcon
for the hump flow.

6.3 Remaining variables

Set 99 /0x = 0, and implement it through ®,,; = ®,,;_1 each iteration.

6.4 Interior boundary conditions

Sometimes we want to prescribe a fixed value on a variable in an interior cell. A typical
example is turbulent quantities. The wall boundary condition for dissipation, ¢, and the
specified dissipation, w, are usually fixed at wall-adjacent nodes as

S vk
w = 5
é{;’ 6.1)
W =

By
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where y,, is the distance from the cell center to the wall and 5 = 0.075. These in-
terior boundary conditions are conveniently prescribed using source terms. The 1D
discretized equation with the general source term reads

ap®p =ap®r +awdPw + Sy, ap = ag +aw — Sp (6.2)

with, for example, ® = . Now we prescribe ¢ at a wall-adjacent cell with source terms
as
sp=—10%, sy =10%,, (6.3)

Insert Eq. 6.3 into Eq. 6.2 gives
102°® p ~ 10%%¢,, (6.4)

since ayr < 10%° and ar < 10%° which gives ®p = &,, as intended.
This boundary condition is implemented in subroutine mod . f, entry moded.

7 The Smagorinsky Model

subroutine: vist_les
The simplest model is the Smagorinsky model [31]:

1 ov;  0v; B
Tij — _5ij7'kk = —Vsgs <—z + ]) = — 20545845

3 Ox;  Ox; (7.1)
Vsgs = (CSA)Q V 2§ij§ij = (CSA)2 |§|
and the filter-width is taken as the local grid size
A= (AVig)'? (72)

Near the wall, the SGS viscosity becomes quite large since the velocity gradient is very
large at the wall. However, because the SGS turbulent fluctuations near a wall go to
zero, so must the SGS viscosity. A damping function f,, is added to ensure this

fu=1—exp(—x3/26) (7.3)

A more convenient way to dampen the SGS viscosity near the wall is simply to use
the RANS length scale as an upper limit, i.e.

A= min{(AVUK)l/g,mn} (7.4)

where n is the distance to the nearest wall. C'g is set to 0.1.

8 The WALE model

subroutine: vist_wale
The WALE model by [29] reads

ov;
9ij = 8—1;’ gfj = GikJkj
J
1
—d
5ij = 5 (

1
2 2 2
9ij + gji) - géijgkk (8.1)
—d =d \3/2
(555%)

_ _ \5/2 g —g\5/4
(5:75)°"% + (5,58

Vegs = (CrnA)?
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with C,, = 0.325 which corresponds to Cs = 0.1.

9 The PANS Model

subroutines: calcte_pans, calced_pans, vist_pans
The low-Reynolds number partially averaged Navier-Stokes (LRN PANS) turbu-
lence model reads [25]

D
h_ 0 [(u+i) %] + P+ Pi, ¢

E_a—xj Oku ) OT;
ooy (7 o) | +oam e
= 61+%(Cs2f2051)70kuJk‘;—’f,aeugsj;_’f

or =14,0.=14,Cy =1.5,Cey = 1.9,C,, = 0.09, f. = 1

where D/Dt = /0t + v;0/9x; denotes the material derivative. The damping func-
tions are defined as

= ron (5] ool - )
fu= [1 *CXP(* ‘11’—)} {1+ %exp[ (%)2]} 9.2)

Ri=—, y'= , Ue= (EV)1/4

The term Py, in Eq. 9.1 is an additional term which is non-zero in the interface
region because D fi,/ Dt # 0. This is used at the inlet in the hump flow (see subroutine
mod.f, entry modte).

The function f., the ratio of the modeled to the total dissipation, is set to one since
the turbulent Reynolds number is high. fj is set to 1 in the RANS region and to 0.4 in
the LES region (it may also be computed in the LES region).

10 The k£ — w Model

subroutines: calcte_kom, calcom, vist_kom
The Wilcox k — w turbulence model reads [36]

ok  Ov;k ) o0 v\ Ok
= —PF_¢ k - Zt) 22
5t+ ox; ‘u er@xj [<V+ak> 813]
ow  Ov;w w 0 v ow
ow iYW _ o Ypk 2 » (10.1
815 + 8% Cwl Cwa + 8:rj |:(l/ + O'w) 8@} )
k
Vg = —
w

where ¢, = 0.09, ¢, = 5/9, Cuy = 3/40, 0}, = 0.5 = 0, = 2.0.
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11 Inlet boundary conditions

In RANS it is sufficient to supply profiles of the mean quantities such as velocity and
temperature plus the turbulent quantities (e.g. k and €). However, in unsteady simula-
tions (LES, URANS, DES ...) the time history of the velocity and temperature need to
be prescribed; the time history corresponds to turbulent, resolved fluctuations. In some
flows it is critical to prescribe reasonable turbulent fluctuations, but in many flows it
seems to be sufficient to prescribe constant (in time) profiles [8, 10].

There are different ways to create turbulent inlet boundary conditions. One way is
to use a pre-cursor DNS or well resolved LES of channel flow. This method is limited
to fairly low Reynolds numbers and it is difficult (or impossible) to re-scale the DNS
fluctuations to higher Reynolds numbers.

Another method based partly on synthesized fluctuations is the vortex method [24].
It is based on a superposition of coherent eddies where each eddy is described by a
shape function that is localized in space. The eddies are generated randomly in the
inflow plane and then convected through it. The method is able to reproduce first and
second-order statistics as well as two-point correlations.

A third method is to take resolved fluctuations at a plane downstream of the inlet
plane, re-scale them and use them as inlet fluctuations.

Below we present a method of generating synthesized inlet fluctuations.

11.1 Synthesized turbulence

The method described below was developed in [2, 3, 15] for creating turbulence for
generating noise. It was later further developed for inlet boundary conditions [7,9, 11].

A turbulent fluctuating velocity fluctuating field (whose average is zero) can be
expressed using a Fourier series, see [13]. Let us re-write this formula as

ap, cos(nx) + by, sin(nz) = 1Ly
n, cos(ay, ) cos(nx) + ¢y, sin(ay, ) sin(nz) = ¢, cos(nx — ay,) '

where a,, = ¢, cos(a) , b, = ¢, sin(a, ). The new coefficient, ¢,,, and the phase angle,
«,,, are related to a,, and b,, as

bn
Cn = (ai + bi) 1z o, = arctan (—) (11.2)

QAp

A general form for a turbulent velocity field can thus be written as
N
v/ (x) = 2211” cos(k™ -x + Y™ )o" (11.3)
n=1

where 4", 9™ and o}’ are the amplitude, phase and direction of Fourier mode n. The
synthesized turbulence at one time step is generated as follows.

11.2 Random angles

The angles ™ and 6" determine the direction of the wavenumber vector k, see Eq. 11.3
and Eq. 11.1; o™ denotes the direction of the velocity vector, v/. For more details,
see [13].

It is implemented in function random in subroutine synt _generate.
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Figure 11.1: The wave-number vector, x7', and the velocity unit vector, o', are orthog-
onal (in physical space) for each wave number n.

11.3 Highest wave number

Define the highest wave number based on mesh resolution K4, = 27/(2A) (see [13]),
where A is the grid spacing. Often the smallest grid spacing near the wall is too small,
and then a slightly larger values may be chosen. The fluctuations are generated on
a grid with equidistant spacing (or on a weakly stretched mesh), An = x2 pmax /Na,
Ax3 = T3,maz/N3, Where 7 denotes the wall-normal direction and N3 and N3 denote
the number of cells in the z2 and z3 direction, respectively. The fluctuations are set to
zero at the wall and are then interpolated to the inlet plane of the CFD grid (the x5 — x3
plane).
This is implemented in subroutine synt_init.

11.4 Smallest wave number

Define the smallest wave number from x1 = k./p, where k. = a97/(55L;), o =
1.453. The turbulent length scale, L;, may be estimated in the same way as in RANS
simulations, i.e. L; o< § where § denotes the inlet boundary layer thickness. In [7,9,11]
it was found that L; ~ 0.16;,, is suitable.

Factor p should be larger than one to make the largest scales larger than those
corresponding to k.. A value p = 2 is suitable.

This is implemented in subroutine synt_init.

11.5 Divide the wave number range

Divide the wavenumber space, K.,q — K1, into N modes, equally large, of size Ax.
This is implemented in subroutine synt_init.
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11.6 von Karman spectrum

A modified von Kdrmaén spectrum is chosen, see Eq. 11.4 and Fig. 11.2. The amplitude
4™ of each mode in Eq. 11.3 is then obtained from

" = (B(k)Agk)Y/?

u? (k/ke)t 2
E(r) = rms e [—2(k/Kn)"] 11.4
(k) = cg e T (n/me)Q]”/ﬁe (11.4)
K = (rirs)/2, oy = c1/4,,-3/4
The coefficient cg is obtained by integrating the energy spectrum over all wavenumbers
to get the turbulent kinetic energy, i.e.

k::/ E(k)dk (11.5)
0
which gives [22]
B if(l’?/()’) N

cp = T3 = 1.453 (11.6)
where -

I'(z) :/ e * e (11.7)

0

This is implemented in subroutine synt_generate.

11.7 Computing the fluctuations

Having 4", k7, 0;" and ¢)", allows the expression in Eq. 11.3 to be computed, i.e.

S

I

[\
(1=

4" cos(B™)o1

3
Il
i

S
I
[\
] =
>

" cos(B™) o (118)
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vh 0" cos(8™)o3

Il
i

n
where 4" is computed from Eq. 11.4.
In this way inlet fluctuating velocity fields (v], v, v3) are created at the inlet o —x'3
plane.
This is implemented in subroutine synt_generate.

11.8 Introducing time correlation

A fluctuating velocity field is generated each time step as described above. They are
independent of each other and their time correlation will thus be zero. This is non-
physical. To create correlation in time, new fluctuating velocity fields, Vi, V5, Vi, are
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Figure 11.2: Modified von Kdrmén spectrum

computed based on an asymmetric time filter
a 1
(V2)m = a(Va)m—1 + b(vy)m (11.9)
a 5

where m denotes the time step number and
a = exp(—At/Tint) (11.10)

where At and T;,: denote the computational time step and the integral time scale,
respectively. The second coefficient is taken as

b=(1-a*°"" (11.11)

which ensures that (V;?) = (v{?) ((-) denotes averaging). The time correlation of will
be equal to
exp(—t/Tint) (11.12)

where £ is the time separation and thus Eq. 11.9 is a convenient way to prescribe the
turbulent time scale of the fluctuations. For more detail, see Section 11.8. The inlet
boundary conditions are prescribed as (we assume that the inlet is located at z; = 0
and that the mean velocity is constant in the spanwise direction, x3)

61(0)$27x37ﬁ) - Vl,in($2) + u/17in(x27x37ﬁ)
62(0)$27x37ﬁ) = ‘/2 in(:EQ) + ’Uéyin(wQ)w?))t) (1113)

)

93(0, 22, 23, 1) = Va,in(22) + v3 4, (2, 73, 1)

where v} ;. = (V])m» V94, = (V3)m and vg;,, = (V5)m (see Eq. 11.9). The mean
inlet profiles, Vi in, V2,in, V3,in, are either taken from experimental data, a RANS
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Figure 11.3: Auto correlation, B(7) = (v} (¢)v} (t — 7): (averaged over time, t). =——:
Eq. 11.12; == : computed from synthetic data, (V})™, see Eq. 11.9.

solution or from the law of the wall; for example, if V5 ;,, = V3 ;,, = 0 we can estimate
V1,in as [35]

x3 ry <5
Vit =4 —3.05+5In(z3) 5<af <30 (11.14)
l@f)+B 2§ >30

where k = 0.4 and B = 5.2.

The method to prescribed fluctuating inlet boundary conditions have been used for
channel flow [11], for diffusor flow [8] as well as for the flow over a bump and an
axisymmetric hill [12].

This is implemented in subroutine synt_generate.

12 Procedure to generate anisotropic synthetic fluctua-
tions

The methodology is as follows:

1. A pre-cursor RANS simulation is made using a RANS model. For fully-developed
channel flow, this may be done with the Matlab script rans which can be found
at [5].

2. After having carried out the pre-cursor RANS simulation, the Reynolds stress
tensor is computed using the EARSM model [34]. This is done with the Matlab
script synt _main_earsm at [5].

3. The Reynolds stress tensor is used as input for generating the anisotropic syn-
thetic fluctuations. The integral length scale, L;,:, need to be prescribed; it can
be setto 0.16 < L;p; < 0.38, where ¢ denotes half-channel width.



13. Flow Chart 26

4. Since the method of synthetic turbulence fluctuations assumes homogeneous tur-
bulence, we can only use the Reynolds stress tensor in one point. We need to
choose a relevant location for the Reynolds stress tensor. In a turbulent boundary
layer, the Reynolds shear stress is by far the most important stress component.
Hence, the Reynolds stress tensor is taken at the location where the magnitude
of the turbulent shear stress is largest.

5. Finally, the synthetic fluctuations are scaled with (|u/v’|/[u/v'|imaq ) ;/j ~g» Which
is taken from the 1D RANS simulation.
This is done in subroutine mod entry modu in the hump flow.

The only constant used when generating these synthetic simulations is the pre-
scribed integral length scale.
Eigenvalues and eigenvectors are computed in the Matlab script synt _main_earsm
which can be found in [5]. In that script, the eigenvalues are denoted by al1, a22, a33
and the eigenvectors by 11, 12, ...733; they are stored in the files a_synt_inlet_hump_easrm_j24.dat
and R_synt_inlet_hump_easrm_j24.dat, respectively, read by the subroutine
synt_init.

13 Flow Chart

Go in to the directory CodeTree and open the file index.html with your Internet
browser (in Firefox you should type £ile: // in the address field). Or you can simply
type firefox index.html at the prompter.

14 Subroutines

angle: computes angle in RANS wall function

calced, calced_pans, calcpe, calcph, calcte, calcte_pans, calcte_kom, calcu, calcv, calcw, calcom:
compute source terms etc for , € (PANS), p, @, k, k (PANS),k (k — w), v, v, W
and w)

calcte_kegabl one-equation turbulence model (only used for ABL (atmospheric bound-
ary layer))

coeff: compute discretized coefficients for different discretization schemes
conv: compute mass flux through control volume face

ctdma: cyclic TDMA

. . . . . . o® 09° . 0P
dphidx, dphidxo, dphidy, dphidyo, dphidz, dphidzo: —, —— (old time step), —,
Oxr’ O oy
o0P°

.., — (old time step)
0z

echol: echoes input data
forest: computes the drag force in the forest (only used for ABL)

forest_init: calculates the LAD (Leaf-Area Density) of a given forest (only used for
ABL)
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forest_heat: calculates the forest heat flux as a distributed source term (only used for
ABL)

init: computes geometrical quantities, initialization, ...
key, key2: pointers used in MG solver for p

main: main

mg_2d: 2D MG solver for p

muscle: MUSCL discretization scheme

peter_2d_relax, peter_cyclic, peter_init, peter_multi, peter_relax: subroutines used in
MG solver for p

restrl: if restrt.eq.true,reads binary file savres

savel: save.eq.true, (over)writes binary file savres

solvt: TDMA solver

statisz: time averaging for post-processing

synt_generate, synt_init: files for generating synthetic inlet fluctuations
update: update phi=phio

van_leer: van Leer scheme

vist, vist_les, vist_pans, vist_wale, vis_kom: computes turbulent viscosity for the k — ¢,
Smagorinsky, PANS, WALE and k& — w model

vist_smagabl, vist_keqabl computes turbulent viscosity the Smagorinsky and the one-
equation turbulence model (only used for ABL (atmospheric boundary layer))

15 Fully-developed channel flow

DNS of Fully-developed channel flow at Re, = 500. The case is defined in subroutines
setup and mod.

15.1 Setup
15.1.1 Section 1

nphmax=6 Number of variables in phi. If you want to solve for more variables,
increase this.

15.1.2 Section 2

Default values.

15.1.3 Section 3

urfvis=0.5 Under-relaxation for turbulent viscosity (see vist_wale).
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15.1.4 Section 4

maxit=10 Maximum number of outer iterations.

15.1.5 Section 5

sormax =1.e-3 Convergence limit at each time step.

15.1.6 Section 6

densit =1. density

prt_lam(t)=0.72 viscous Prandtl number
re =500. Reynolds number

viscos =1./re viscosity

15.1.7 Section 7

nsweep (u) =2 Number of sweeps in the TDMA solver for v (see solvt).
nsweep (v) =2 Number of sweeps in the TDMA solver for v

nsweep (w) =2 Number of sweeps in the TDMA solver for w

nsweep (p) =3 Number of sweeps in the MB solver for p

15.1.8 Section 8

restrt=.true. Read initial flow fields from binary file savres
les=.false. Not Smagorinsky turbulence model
wale=.false. Not WALE turbulence model

pans=.false. Not PANS turbulence model

save=.true. (over)writes flow fields in binary file savres
cycli=.true. Use cyclic boundary condition in = direction
cyclk=.true. Use cyclic boundary condition in z direction
steady=.false. Not steady

echo=.true. Echoes inputdata

15.1.9 Section 9
scheme=’"c’ Use central scheme
acrank_conv=0.51 Use Crank-Nicolson for convection-diffusion (see solvt)

acrank=0.6 Use slightly more implicit than Crank-Nicolson for the pressure gradi-
ent (see, for instance, calcu)

schtur="h’ Use hybrid central/upwinding for turbulent quantities (not relevant since
we are doing DNS)
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15.1.10 Section 10

betap=1. Driving pressure gradient (see mod)

15.1.11 Section 11

solve (u)=.true. Solve for v

solve (v)=.true. Solve for v

solve (w)=.true. Solve for w
solve (te)=.false. Don’tsolve for k
solve (ed)=.false. Don’tsolve for ¢

solve (p)=.true. Solve for p

15.1.12 Section 12

ni=98 Number of cells in = direction (including boundary nodes)
nj=98 Number of cells in y direction (including boundary nodes)
nk=98 Number of cells in z direction (including boundary nodes)

Note that the MG solver for pressure wants as many grid levels as possible. This
means that we want to be able to divide the number of cells in each direction with
2m=1 where m is as large as possible. In this case m = 6 (i.e. 6 MG levels) so that the
number of cells on the coarsest grid level is 3 (96/2%). The number of MG levels are
computed in peter_init and written to standard output

NUMBER OF LEVELS= 6
xmax=2.*3.14 The domain in x direction is 2 - 3.14 (equidistant)
zmax=1.*3.14 The domain in z direction is 3.14 (equidistant)

yfac=1.065 Stretching away from the walls. Constant cells are used near walls and
in the center

uin=20 Approximate bulk velocity

ntstep=40000 number of time steps

iprint_start=20000 start time averaging from this time step

dt (1)=0.5%xc(2,2,2) /uin time step (should give a CFL number of approxi-
mately 0.4)

15.1.13 Section 13

reref (p) =ymaxxzmaxxuin Scale residuals of pressure (continuity equation)

reref (u) =ymaxxzmaxxuin=*=*2 Scale residuals of v (Navier-Stokes)

reref (v) =ymax*zmax*uin**2 Scale residuals of v (Navier-Stokes)

reref (w) =ymaxxzmaxxuin=*=*2 Scale residuals of w (Navier-Stokes)
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15.1.14 Section 14

imon, Jmon, kmon Print time history of field variables for this cell

15.1.15 Section 15-17

Not relevant since we are doing DNS

15.2 mod

15.2.1 entry modini

It is called from main.
Compute delta.

15.2.2 entry modpro

Itis called from vist_les, vist_wale and vist_pans.
Set cyclic boundary conditions on vis.

15.2.3 entry modcon

It is called from conv.

Set cyclic or zero boundary conditions on conve,convn and convh. Compute
CFL.
15.2.4 entry modu

It is called from calcu.

Set the driving pressure gradient. It is either set to 1 which gives 7, = 1 (i.e. Re,
is prescribed). Or it is set by setting the bulk velocity, Uj (i.e. Rey is prescribed).
15.2.5 entry modv

It is called from calcwv.

15.2.6 entry modw

It is called from calcw.

15.2.7 entry modpp

Itis called from calcpe.
Set cyclic or zero boundary conditions on p.

15.2.8 entry modte

It is called from calcte.

15.2.9 entry moded

It is called from calced.
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15.2.10 entry modphi

It is called from calcph.

15.3 Run the code

Go into the main directory calc—1es-2019-june and continue down into the di-
rectory channel-500-DNS. The first time, remove all object files because the code
has been compiled on my Linux machine with a different compiler. Do this by

rm —-f %x.o0

rm -f ../*x.0

rm -f ../*/%x.0

When you run the code, the post-processing file, vect z . dat, will be over-written.
Also the re-start file savres, will be over-written. Hence copy these two files to other
names, e.g.

cp vectz.dat vectz_org.dat

Cp savres savres.org.dat
Compile the code by typing

make
The default compileris gfort ran. The gfortan compileris used In the file makefile.
If you want to change compiler, remember to first remove all object files (*.0).
Let’s run 100 time steps. Change ntstep and iprint_start in setup to

ntstep=100

iprint_start=1
The code will run 100 time steps and start time-averaging from the first time step. Run
the code by typing

./calc-les > outs

Look at the file out. For example, you will find the line

NUMBER OF LEVELS= 6.

This show that the MG solver in peter_init has created six MG levels.

16 Fully-developed channel flow without re-start

In Section 15 we re-start the simulations from a previous simulations (i.e. restrt=.true.).
Here we will start from scratch, i.e. we create a realistic initial flow field.

16.1 Setup
16.1.1 Section 8

restrt=.false. Nore-start

nfiles_restart=4: save four fields (v, v, w,p) in savel

16.2 mod

16.2.1 entry modini

A RANS velocity and shear stress are read. These can be created with the RANS solver
rans.m [5]. Synthetic turbulence is superimposed to the RANS field. This is done
plane-by-plane (y — 2 planes) in exactly the same way as inlet synthetic fluctuations
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(see Section 11.1). In Section 11.1 many inlet planes are created and correlation in
time is achieved by Eq. 11.9. Here we create many y — z planes and correlation is
introduced using the same formula but the timestep is taken as At = Ax/Upyx; At is
the time it takes to convect the turbulence from x to x + Ax.

17 Hill flow

LES of periodic hill flow using the PANS model. at Re;, = 10 595. The case is defined
in subroutines setup and mod. Here we will comment the sections that differ from
those for the channel flow (see Section 15). We re-start the simulations from a previous
simulations (i.e. restrt=.true.).

Go to the directory hill-pans.

17.1 Setup
17.1.1 Section 8

pans=.true. Use PANS turbulence model

17.1.2 Section 9

acrank=0.8 Use more implicit than Crank-Nicolson for the pressure gradient (see,
for instance, calcu)

17.1.3 Section 10

betap=1. Notused. It is recomputed in mod, entry modu

17.1.4 Section 11

solve (te)=.true. Solve for k

solve (ed)=.true. Solvefore

17.1.5 Section 12

open (unit=11, file="hil1.161.81.dat’, status="unknown’) Read grid

17.1.6 Section 16
cl=1.5 C.; in € equation

c2=1.9 C.s in € equation

17.1.7 Section 16
prt (te)=-1.4 in k equation; it is re-computed in coef f

prt (ed)=-1.4 in ¢ equation; it is re-computed in coef f
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17.2 mod
17.2.1 entry modini

Compute dist2d which is the distance to the nearest wall. It is used in vist_pans

and calced_pans.

17.2.2 entry modu

Compute the driving pressure gradient from a balance of all forces on the surfaces,
i.e. wall shear stresses and pressure force. For more details, see Section 3.5 in Iran-
nezhad [23].

17.2.3 entry moded

Sets wall boundary conditions
cw = 2vk/d?

where d is the distance from the cell center to the wall.

18 Hump flow with re-start

LES of hump flow using the PANS model. at Re, = 9.36 - 10°. This work is presented
in [19].

The case is defined in subroutines setup and mod. Here we will comment the
sections that differ from those for the hill flow. We re-start the simulations from a
previous simulations (i.e. restrt=.true.).

Go to the directory hump-computed-fk.

18.1 Setup
18.1.1 Section 9

scheme="m’ Use the MUSCL discretization scheme for v, v and w

blend=0.95" Use ablend of CDS and MUSCL (5% MUSCL)

18.1.2 Section 8

cycli=.false. No cyclic boundary condition in x direction

18.2 mod

18.2.1 entry modini

fk (i, j,k)=0.4 Sets, initially, fx = 1 near the wall and to 0.4 away from the wall.

read (84, x)y2,umean-in (j), vmean_in (j), rkmean_in (j) , epsmean-in (j)

dummy_uv, dummy_p, uv_rans (j) Readsinlet b.c.

phi (1, j, k,u)=umean_in (J) Sets initial conditions from inlet b.c.
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nstep=500

do n=1,nstep create 500 planes of synthetic fluctuations in order to compute the
synthetic maximum shear stress uv_synt (it should be homogeneous)

ss_u= (tauw/uv_synt) «+0.5 scaling factor to get correct (i.e. same as RANS)
peak of shear stress for the synthetic inlet fluctuations

18.2.2 entry modcon

Sets outlet b.c. according to Fig. 6.2.

18.2.3 entry modu

umeanv (i, j) =umeanv (i, j) +phi (i, j, k, u) /£nk Computes time-averaged
normal Reynolds stresses (to be used when prescribing additional source term in
k equation, see modte)

an(i,njml, k)=0. Neumann b.c. on north boundary.
terml=1.-(psi-1.)/(c2-cl) Compute fj [17]

rl_in=0.2+0.015 Prescribe length scale of synthetic inlet fluctuations 0.015 is the
boundary layer width

call synt_init Compute initial arrays etc for the synthetic fluctuations
a=exp (-dt (itstep) /tturb) a and b from Egs. 11.10and 11.11.
call synt_generate Create synthetic fluctuations

ss_k=ss_u* (ruv/uvmax) »+0.5 Scale inlet fluctuations (both peak and profile
according to uv_rans)

ufluct_inlet (j, k) =a»ufluct_.inlet (j, k) +bxuprim see Eq. 11.9.
phi (1, j,k,u)=phi (1, j, k,u) —uinc This make sure that the integral of uf luct_inlet (J, k)

over the inlet is zero. This may help convergence.

18.2.4 entry modte

rk_source= (0.5 (vprim2+uprim2+wprim?2) +phi (i, j, k, te) ) xdfkdt
This is the source term due to the commutation error, see Eq. 19 in [14]. The inlet
boundary condition is set to rkmean_in] see modini.

gente (i,njml, k)=0. This is done to fix convergence problems which sometime
appear due to the irregular grid near the upper boundary (recall that it is a sym-
metry boundary and no turbulence production should occur there)

18.2.5 entry moded

epsmean_in The inlet boundary condition is set to epsmean_in, see modini.
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19 Hump flow without re-start

When the simulations are not re-started from an earlier simulations, different tricks
must often be used to make the simulations stable. There are two standard options
during the first couple of 100 timesteps:

e use a smaller timestep
e use a dissipative first-order upwind scheme (the hybrid scheme).

Here, it is sufficient to use the first option to make the simulations stable.

19.1 setup
19.1.1 Section 8
restrt=.false. No re-start

nfiles_restart=4: save four fields (v, v, w, p) in savel

19.1.2 Section 12
if (.not.restrt.and.i.le.200) dt(i)=0.0002. To increase numeri-

cal stability, use smaller timestep the first 200 timesteps

19.2 mod
19.2.1 entry modini

Synthetic initial fluctuations are created in the same way as in Section 16.2.1. The
difference is here that the flow is not homogeneous in z direction. Furthermore, a 2D
RANS field must be created, see Section 20.

open (unit=17, file=’savres._rans’, form="unformatted’, status=’'0ld’)
The 2D RANS field is read and used as initial mean field.

call init_turb create synthetic initial fluctuations

19.2.2 entry modu

scheme=scheme_org To increase numerical stability, use the first-order hybrid cen-
tral/upwind discretization scheme the first iadd_source timesteps.

20 Hump flow, 2D RANS

CALC-LES cannot run 2D flow because the multi-grid solver for pressure is a 3D
solver.

20.1 setup
20.1.1 Section 9

scheme="h’ Choose hybrid central/upwind scheme to make the simulations more
stable.
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20.1.2 Section 12

nkml=9 We get eight cells in z direction. That should give three MG-levels

When you look in out you will find the line
NUMBER OF LEVELS= 3.
This shows that the MG solver in peter_init has created three MG levels.

20.1.3 Section 14
imon =ni->5

jmon =3 It is difficult to know when the 2D RANS flowfield has reached a steady
state. Here we look at the monitor point at the far end of the domain close to
the wall. Note that it is not critical that the flow reaches a fully steady state; the
object is only to use these results as initial conditions for the PANS simulations
later on.

20.1.4 Section 18
fk (i, j, k)=1.0 This turns the PANS model into the RANS AKN model [1].
When the simulations have been finished, copy the savres file to the PANS sim-

ulations, i.e.
cp savres ../hump-computed-fk-no-restart/savres_rans

21 Atmospheric boundary layer in a forest
The application of this case is windpower in forests. The work is presented in [26-28].

21.1 setup
21.1.1 Section 2a

Details on the forest and the ABL (Atmospheric Boundary Layer) are set here.

21.1.2 Section 8

keg_abl=.true. The one-equation turbulence model is used

21.1.3 Section 11

if (stability) solve (t)=.true. The temperature equation is solved

21.1.4 Section 12

xmax=1000. x domain extent is 1000m (streamwise)
ymax=1000. y domain extent is 1000m (vertical)
zmax=1000. z domain extent is 1000m (lateral)

dly=2.0 the cells in the forest is set to 2m
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if (y(j).gt.210.) yfac=1.105 stretch the cells by 1.105% above 210m

dly=min (dly,10.) don’t let the cells be larger than 10m

21.1.5 Section 13
dt (1) =0.2 Timestep is 0.2s

21.2 mod

21.2.1 entry modini
call forest_init compute LAD
deltaIDDES=min (max (h1l,h2,h3),delmax) compute A

if (.not.restrt) then if no re-start, initialize the flow

21.2.2 entry modpro

vist=(0.41/terml) »x2+yplxupar the wall-function boundary condition is im-
plemented by setting the wall turbulent viscosity, see Section 3.4.1 in [16].

21.2.3 entry modu

deltapx = alpha_geox (udes-uhub) xapmean/volmean the pressure gra-
dient is adjusted so that the v should be udes.

su(i, j,k)=su(i, j, k)-fcorixphi (i, j, k,w)*vol (i, j, k) add the Cori-
olis force

sp(i, j, k)=sp (i, j, k) +forceu(i, j, k) «vol (i, j, k) add the drag force
due to the forest
21.2.4 entry modv

sp(i, j, k)=sp(i, Jj,k)+forcev (i, j, k)*vol (i, J, k) add the drag force
due to the forest

su(i, j,k)=su (i, j, k)+tgravsvolextcoef* (phi (i, j, k,t)-tplane)xvol (i, J, k)
add the buoyancy force
21.2.5 entry modw

deltapx = alpha_geox (wdes-whub) xapmean/volmean the pressure gra-
dient is adjusted so that the w should be wdes.

sp(i, j, k)=sp (i, j, k) +forcew(i, j, k) *vol (i, j, k) add the drag force
due to the forest

su(i, j,k)=su(i, j, k)+fcorixphi (i, j, k,u) *vol (i, j, k) add the Cori-
olis force
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21.2.6 entry modphi(nphi)

su(i,j, k) = su(i, J, k) + dgdy(j)=*vol (i, j, k) add the heat sink due
to the forest

22 COMMON blocks

221 COMMON

Make sure that the dimension of the vectors is sufficient.
it Must be larger than ni

jt Must be larger than nj

kt Must be larger than nk

nphit, nphito Must be larger than numph

If you change anything in this file, you must re-compile the entire code. This is
done by deleting all object files *.0 and typing make.

22.2 PETER_COMMON

iomax Mustbelargerthan1.2 + ni » nj * nk

io2dmax Must be larger than 1.5 » nl % n2 where nl is the largest of (ni,
nj, nk)andn2 is the second largest

If you change anything in this file, you must re-compile the entire code. This is
done by deleting all object files *.0 and typing make.

22.3 Variables in COMMON blocks in file COMMON

acrank: time integration scheme for pressure (1: fully implicit)

acrank_conv: time integration scheme for convection and diffusion (1: fully im-
plicit)

alpha_geo: some kind of underrelaxation factor on the pressure gradient (only for
ABL)

areaex, areaey, areaez: the z, y and z component of the area of east face
areahx, areahy, areahz: the x, y and z component of the area of high face
areanx, areany,areanz: the z,y and z component of the area of north face

aw, ae,as,an,al,ah, ap: discretization coefficients, aw, aw, as, an, ar, ax,
ap

betap: driving pressure gradient
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cl,c2,cappa: turbulence model constants, C.q1, Ceo, K

cdfor: drag value of forest [30] (only for ABL)

cdiss: dissipation parameter [20] (only for ABL!)

cmu, cd, cmucd: turbulence model constants, C\,, Cq = 1, cmucd = cmu * cd
conv_blend: blending factor between CDS and MUSCL (1: fully CDS)
conve, convn, convh: convection through east, north and high face
cycli, cyclk: iftrue, cyclicini and j direction

delta_leaf: leaf size, If [30] (only for ABL)

densit: density, p

dist2d: distance to the nearest wall (used in PANS)

dgdy: y derivative of heat flux in forest (only for ABL)

dt:  time step

echo: if true, echoes settings

elog,pfun: constantsin RANS wall-function, F, P

extinct: extinction coefficient in forest (only for ABL)

f_lad: Leaf-Area Density (LAD) (only for ABL)

fcori: Coriolis coefficient (only for ABL)

fk, fe: fk, fe, used in PANS

flowangle: the direction of the wind [degrees] (only for ABL)
fmax_leaf_area_dens: max value for the leaf area density (only for ABL)

forceu, forcev, forcew: Drag force due to forest in u, v and w momentum
equations (only for ABL)

forheight: forest height (only for ABL)

formaxdens, : height at which the forest is most dense (only for ABL)
fx, fy,fz: fz, fy, [y, the interpolation function in I, J and K direction
gente: velocity derivatives in P* in the k and ¢ equations

grav: accelleration gravity coefficient (9.81) (only for ABL)

great: 1e20

head (nphi) : name of variable nphi

heat_forest: total heat source in forest (only for ABL)

! Amtospheric boundary layers
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hWind: the height at which the wind should be specified [m] (only for ABL)
imon, jmon, kmon: print time history of phi for this node
iprint_start: timestep at which time averaging begins

it, jt, kt: dimension of the arrays (i,j,k direction)

iter: current global iteration

itstep: current timestep

jformax: number of cells in forest (only for ABL)

jhub: hub height, index j (only for ABL)

310: interface between RANS and LES in PANS

keg-abl: one-equation SGS model for atmospheric boundary layers (only for ABL)
kom: iftrue, kK — w model

les: if true, LES (Smagorinsky)

les_abl: Smagorinsky model (only for ABL)

maxit: maximum number of global iterations at each timestep

name (nphi) : short name of variable nphi

nfiles_restart: number of variables in restart file

ni,nj, nk: number of cell centers (including boundaries) in i, j and k direction
niml, njml, nkml: ni-1, nj-1, nk-1

nphit, nphito: size of phi and phio arrays

nphmax: number of nphi

nsweep (nphi) : number of sweeps in TDMA solver and MG solver
ntstep: number of timesteps

pans: if true, PANS model

phi (nphi) : dependent variable (v, 7, ...)

phio (nphi) : dependent variable (v, v, ...) at old time step

prt (nphi) : o, turbulent Prandtl number

prt_lam(nphi) : g, viscous Prandtl number

afluxh: constant heat flux at canopy top [Km/s] (only for ABL)

resor (nphi) : scaling of residuals

restrt: if true, read the flowfield from file ’savres’
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rrl: usedtocompute cdiss (only for ABL)
save: if true, save the flowfield to file savres’ (it overwrites old file)

scheme: discretization scheme for @, ¥, @, 6 (’c’, CDS; 'h’, hybrid; ’v’, van Leer;
‘m’, MUSCL)

schemet : discretization scheme for temperature
schtur: discretization scheme for &, ¢, w

small: le-20

solve (nphi) : trueif phi is solved for
sormax: global convergence limit in each time step
sp, su: discretization source terms, S, St

spvw: discretization Sp source terms in ¥ and w equations (used for van Leer and
MUSCL)

stability: isset to true if the temperature equation should be solved for (only for
ABL)

steady: if true, steady

suv, suw: discretization Sy source terms in ¥ and w equations (used for van Leer
and MUSCL)

time: currenttime

tnoll: reference temperature (75 = 300K) (only for ABL)
u,v,w,p,pp,te,ed, om: integersusedin phi, prt,...(, v, w, p, p, k, €, w)
u_geo, w_geo: the desired wind speed magnitude in « and w (only for ABL)
urfvis: under-relaxation factor for turbulent viscosity

vis: effective dynamic viscosity, fiefr = fb + fis:

viscos: dynamic viscosity, p

vol: volume of cell

volextcoef: volumetric expansion coefficient of air (1/7) (only for ABL)
wale: if true, WALE model

xc,yc,zc: Xg, Yo, Zc, coordinates of east-north-high corner of cell

Xp, yp,zp: Xp, Yp, Zp, cell center coordinates in x, y and z direction

ynoll: surface roughness at ground [30] (only for ABL)
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Calculating averages

Courant Number mean: 0.29431 max: 0.495224
Time = 999.8

smoothSolver: Solving for Ux, Initial residual = 8.8123807, Final residual = 5.756e-06, No Iterations 2
smoothSolver: Solving for Uy, Initial residual 0.0596432, Final residual 2.60871e-06, No Iterations 3
smoothSolver: Solving for Uz, Initial residual = 0.08615239, Final residual = 2.7988e-06, No Iterations 3
Pressure gradient source: uncorrected Ubar = 8.1335, pressure gradient = 4.81764e-05
GAMG: Solving for p, Initial residual = 0.148934, Final residual = 0.0136605, No Iterations 1
time step continuity errors : sum local = 9.90067e-06, global = -1.19598e-19, cumulative = -3.33396e-16
Pressure gradient source: uncorrected Ubar = ©.1335, pressure gradient = 4.8192e-05
GAMG: Solving for p, Initial residual = 0.0170017, Final residual = 9.25265e-07, No Iterations 5
time step continuity errors : sum local = 6.8478e-10, global = -3.73256e-20, cumulative = -3.33433e-16
Pressure gradient source: uncorrected Ubar = ©.1335, pressure gradient = 4.81693e-05

I ExecutionTime = 1783.73 s ClockTime = 1786 s

fleldAverage fieldAveragel write:
Calculating averages

Courant Number mean: ©0.294304 max: 0.491105
Time = 1000

smoothSolver: Solving for Ux, Initial residual = 0.0123848, Final residual = 5.82115e-06, Mo Iterations 2
smoothSolver: Solving for Uy, Initial residual = ©.8596325, Final residual = 2.63215e-06, No Iterations 3
smoothSolver: Solving for Uz, Initial residual = 0.8615365, Final residual = 2.75263e-06, No Iterations 3
Pressure gradient source: uncorrected Ubar = 0.1335, pressure gradient = 4.81578e-05

GAMG: Solving for p, Initial residual = 0.149234, Final residual = 0.0136567, No Iterations 1

time step continuity errors : sum local = 9.89933e-06, global = -2.83155e-19, cumulative = -3.33636e-16
Pressure gradient source: uncorrected Ubar = 0.1335, pressure gradient = 4.81685e-05

GAMG: Solving for p, Initial residual = 0.8169994, Final residual = 3.09604e-07, No Iterations 5

time step continuity errors : sum local = 2.60695e-10, global = -2.00564e-20, cumulative = -3.33656e-16
Pressure gradient source: uncorrected Ubar = ©.1335, pressure gradient = 4.81466e-05

ExecutionTime = 1784.56 s ClockTime = 1787 s

fieldAverage fieldAveragel write:
Calculating averages

Writing average fields

End
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